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What is AI?

Domain Structure + Data Generation + General Purpose ML

Self-training structures of ML predictors that automate and accelerate human tasks

Econ Theory / Biz Frame

Structural Econometrics

Relaxations and Heuristics

Reinforcement Learning

Sensor Networks, IOT

Simulation/GANs

Deep Neural Nets

SGD + OOS + GPUs

Video/Audio/Text



https://www.youtube.com/watch?time_continue=13&v=zQyWMHFjewU

https://www.youtube.com/watch?time_continue=13&v=zQyWMHFjewU




The Economics of AI

DNNs are GPT and ômethod for inventionõ

ÅBroad impact, up and down the value chain

ÅGets better, faster, and cheaper in time

ÅCan suffer from underinvestment

ÅProductivity gains lag invention

Automation, inequality, skill acquisition

Data ownership, markets, and privacy

High-info contracts and outcome pricing

Graph from Cockburn/Henderson/Stern



Susan Athey:

What about the impact of AI on the practice of Econom[etr]ics?



Econometrics breaks systemic questions into sets of prediction tasks

Å Prediction after controlling for confounders

Å Two-stage prediction with IVs 

Å Heterogeneous treatment effect prediction 

Å Structural equation systems

Machine Learning can automate and accelerate 
tasks in applied econometric workflows



Example: short-term price elasticity

If I drop price 1%, by what % will quantity sold increase?

Problem: both prices and sales respond to underlying demand

Need a causal effect of price on sales, not their co-movement

Beer Data

A single shared elasticity gives tiny -0.23

Separate elasticity for each: noisy zeros

We need to group the products 

together using brand, pack, etc.



Beer Elasticity

Say ύ ρif word Ὧis in description for beer ὦ

@transaction ὸȡώ ὴ Ὢ◌ ‐ȟ

 ◌♫

ὴ Ὤ ◌ ’

Creates a large number of parameters

Just throw it all in a lasso?

Yields unbelievably small elasticities

The naïve ML conflates two problems: 

selecting controls and predicting response after controlling for confounders.



Instead, use Orthogonal ML (Chernozhukov et al, 2016 and earlier)

ÅEstimate nuisance functions ώ ȿ◌ and ὴ ȿ◌

ÅOrthogonalize the score against these nuisance functions (data split)

ÅThen estimation for ♬is robust to slow-learned nuisances

Estimation breaks into a series of ML tasks:

1. Predict sales from the demand variables:   ώ Ὣὸȟ◌

2. Predict prices from the demand variables:  ὴ Ὤὸȟ◌

3. Get OOS residuals:    ◐ ◐ ὫӶὸȟ◌ ,     ▬ ▬ ὬӶὸȟ◌

4. And fit the final regression: ◐ ▬ ÄÉÁÇ♬▬



The text encodes a natural hierarchy

Many beers are IPA or Cider

But individual brands also load

Orthogonal ML for Beer

Least Price Sensitive

Most Price Sensitive

Thereõs no ground truth, 

but these are economically realistic

with Vira Semenova MIT



Econ + ML

This is what econometricians do: break systems into measurable pieces

Another common example: Instrumental Variables

Endogenous errors:
ώ Ὣὴȟ● ὩÁÎÄ ὴὩ π

If you estimate this using naµve ML, youõll get

Ὁώὴȟ● Ὁȿ Ὣὴȟ● Ὡ Ὣὴȟ● ὉὩȿὴȟ●

But, with instrumentsê 



Instrumental Variables

The exclusion structure implies 

ώὼȟᾀ ὫὴȟὼὨὊὴȿὼȟᾀ

You can observe and estimate ώȿὼȟᾀand Ὂὴὼȟᾀ

ᵼ to solve for structural g ὴȟὼ we have an inverse problem.

cf Newey+Powell 2003
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ÍÉÎ
ᶰ
В ώ ὫὴȟὼὨὊὴȿὼȟᾀ

2SLS: ὴ ᾀ’and Ὣὴ †ὴso that Ὣ᷿ὴὨὊὴᾀ † ὴȿᾀ

So you first regress ὴon ᾀthen regress ώon Ƕὴto recover Ƕ†.

Sieve: Ὣὴȟὼ В • ὴȟὼȟ • ὴȟὼ В  ὼȟᾀ

Also Blundell, Chen, Kristensen, , Chen + Pouzo, Darolles et al, Hall+Horowitz



ÍÉÎ
ᶰ
В ώ ὫὴȟὼὨὊὴȿὼȟᾀ

Deep IV uses DNNs to target the integral loss function directly

ÅFirst, fit Ὂusing a network with multinomial response 

ÅSecond (preferably on another sample) fit Ὣfollowing

ὒὼȟώȟᾀȟ— ςώ Ὣ ὴȟὼ Ὣ ὴȟὼ ,   ὴȟὴͯ &ὴὼȟᾀ

Hartford, Lewis, Leyton-Brown, Taddy ICML 2017



Stochastic Gradient Descent

You have loss ὒ╓ȟ— where ╓ ▀ ȣ▀

In the usual GD, you iteratively descend

— — ╒ὒ╓ȟ—

In SGD, you instead follow noisy but unbiasedsample gradients

— — ╒ὒ ▀ ȟ—



A pricing simulation

Time-dependent Customer type ôίõ



Biased?

ὒὼȟώȟᾀȟ— ςώ Ὣ ὴȟὼ Ὣ ὴȟὼ is biased for our loss

but unbiased for an upper bound on that loss (via Jensenõs)

It works pretty well on OOS Loss:



Validation and model tuning

We can do OOS causal validation

Leave-out deviance on first stage 

ᶰ

ÌÏÇὪὴὼȟᾀ

Leave-out loss on second 

ᶰ

ώ Ὣ᷿ ὴȟὼὨὊὴȿὼȟᾀ

You want to minimize both of these (in order).  




